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Difference between prediction and control in pseudocode
tabular TD(0) for ¢,: O(S,,A) < O(S,A) + a (R, +70(S,11.Ary) — O(S, A)]

Sarsa (on-policy TD control) for estimating () ~ ¢,

Algorithm parameters: step size a € (0, 1], small € > 0
Initialize Q(s,a), for all s € 87, a € A(s), arbitrarily except that Q(terminal,-) = 0

Loop for each episode:
Initialize S
Choose A from S using policy derived from @) (e.g., e-greedy)
Loop for each step of episode:
Take action A, observe R, S’
Choose A’ from S using policy derived from @) (e.g., e-greedy)
Q(S. 4) + Q(S. A) +a[R +1Q(S", &) ~ Q(S, 4)
S+ S A+ A

until S i1s terminal

What would you modify in the above to get the pseudo code for TD(0)?




Q-learning and on-policy vs. off-policy

SARSA: Q(Sta At) N Q(Sta At) +a [Rt+1 + yQ(St+19At+1) o Q(SP At)]

Q-learning: O(S,A,) <« O(S,A) +a |R,., )/IIlbaX 0, 1.0) — 0S5, A)

Notice what the target of the update represents and whether the underlying policy of that matches the behavior policy

On-policy constant-a MC: VMES) « VIES)+a | G = VME(S)

N\ —

target

Off-policy constant-a MC:  VYS(S) « VMS(S) + a |p.;_,G, — VM(S)]




Difference between Q-learning and SARSA in pseudocode

Sarsa (on-policy TD control) for estimating ()~ . (-learning (off-policy TD control) for estimating 7 ~ 7,

Alorithm parametes: step Sife € (0,1 small ¢ >0 | Algorithm parameters: step size a € (0, 1], small ¢ > 0
Initialize ()(s, a), for all s € 87,0 € A(s), arbitrarily except that (){terminal,-) = Initalize (s, ), for all s € §T, 0 € Als), arbitrarly except that Q(terminal, ) = 0
Loop for each episode: Loop for each episode:
[nitialize S litialze §
Choose A from S using policy derived from ) (6., &-greedy) i oop fo ach sep of eisode
Loop for each step of episode: B S
Take action 4, obserre R, Choose A from S using pohc/y derived from () (e.g., e-greedy)
Choose A' from S" using policy derived from () (e.g., e-greedy) Take action 4, observe R, 3 /
Q18,4) Q1S 4)+a[R+1(S',4) - 018, )] 0IS,4) - QI8 4)+alR+ymaxa Q8 0)- Q8. 4)
S5 A A S0
util S 18 terminal until S 18 terminal
e ———————————————————————————————— e ———————————————————————————————————————
h Take choose Take choose Take
f=0 ©NO0S°e action & . action & . action &
action action action
observe observe observe
Timer —

Where would you put SARSA updates? Where would you put Q-learning updates?




What happens if we switch the time of update for both?

Sarsa (on-policy TD control) for estimating () ~ g,

(-learning (off-policy TD control) for estimating 7 ~ 7,

Algorithm parameters: step size a € (0, 1], small ¢ > 0 Algorithm parameters: step size € (0, 1], small ¢ > 0
Initialize Q(s,a), for all s € 87,0 € A(s), arbitrarily except that (terminal, ) = 0 Initalize (s, a), for all s € §, 0 € A(s), arbitrarily except that Q(terminal,") = 0
Loop for each episode: Loop for each episode
[nitialize 5 litialize §
Choose A from S using policy derived from ) (6., &-greedy) :ijoop o el sep o eisode
LO?aizraiiignsj?ofszfvlzog' ¢ Choose A from S using polic/y derived from () (e.g., e-greedy)
Choose A’ from S using policy derived from () (e.g., e-greedy) Take action A, observe R, 3 /
0(S.4) = Q(5,4)+a[R+70(3, 4) - 0[S, 4] 0(8,4) ¢ Q(S,4)+ 0| R +ymax, Q(S',a) - Q1S A)]
S5 A A 58
until S is terminal until 9 i terminal

——

Say we make the SARSA update after taking the next action. Is it still same or correct?

Say we make the Q-learning update before taking action. Is it still same or correct?




Modify the Q-learning Pseudocode minimally to get SARSA

Q-learning (off-policy TD control) for estimating © ~ 7,

Algorithm parameters: step size o € (0, 1], small € > 0
Initialize Q(s, a), for all s € 81, a € A(s), arbitrarily except that Q(terminal,-) = 0

Loop for each episode:
Initialize S
Loop for each step of episode:
Choose A from S using policy derived from @ (e.g., e-greedy)
Take action A, observe R, S’
Q(S,A) «— Q(S,A) + oz[R + ymax, Q(S’,a) — Q(S, A)]
S+ 5

until S i1s terminal




The equivalence of two SARSA algorithms breaks in

the real world

Sarsa (on-policy TD control) for estimating () ~ ¢,

Algorithm parameters: step size a € (0, 1], small € > 0
Initialize (s, a), for all s € 8T, a € A(s), arbitrarily except that Q(terminal,-) = 0

Loop for each episode:
Initialize S
Choose A from S using policy derived from @) (e.g., e-greedy)
Loop for each step of episode:
Take action A, observe R, S’
Choose A’ from S’ using policy derived from @ (e.g., e-greedy)
Q(S. A)  Q(S, A) + a[R+Q(S', A') — Q(S, A)
S+ 5 A+ A

until S i1s terminal




Question:

What will be an off-policy TD(0) update for ¢ ?




