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Live demo of policy evaluation and Monte Carlo
estimation

Iterative Policy Evaluation, for estimating V =~ v,

Input 7, the policy to be evaluated
Algorithm parameter: a small threshold # > 0 determining accuracy of estimation
Initialize V' (s), for all s € 87, arbitrarily except that V (terminal) = 0

Loop:
A+ 0
Loop for each s € o:
v+ V{(s)
V(s) ¢ X, mlals) Xy, p(sr]s, ) [r + 4V ()]
A + max(A, v — V(s)])
until A < 6

Return
N G O 0 of eth
’

v (0) = E, |Gyl S, =0| ~ X




