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Worksheet question

A deterministic policy 7w (s) outputs an action a € A = {aq, a9, ..., a;} directly. More gener-
ally, a policy 7 (-|s) outputs the probabilities for all actions: w(-|s) = |7 (a1|s), w(az|s), ..., 7(ag|s).
How can you write a deterministic policy in this form? Let 7(s) = a; and define 7 (-|s).




Worksheet question

In iterative policy evaluation, we seek to find the value tunction for a policy m by applying
the Bellman equation many times to generate a sequence of value functions v, that will
eventually converge to the true value function v,. How can we modify the update below to
generate a sequence of action value functions q;”

Vp11(8) = Zw(a\s) Zp(s’, rls,a) [r + yu(s')]




Worksheet question

Policy Iteration (using iterative policy evaluation) for estimating 7 ~ .,

The policy iteration algorithm on 1. Initialization

_ V(s) € R and 7(s) € A(s) arbitrarily for all s € §
page 80 has a subtle bug in that

' - - . Policy Evaluati
it may never terminate if the ohcy Bvaluation

Loop:
policy continually switches A0
Loop for each s € o:
between two or more policies v+ V(s)
. V(s) = g 0(s 75, m(s)) [r + 4V (s')]

that are equally good. This is ok A « max(A. [v — V(s)|)
for ped agogy but not for actual until A < 6 (a small positive number determining the accuracy of estimation)
use. Modify the pseudocode so . Policy Improvement

_ policy-stable <— true
that convergence is guaranteed. For each s € $:

old-action < m(s)
m(s) < argmax, Y . p(s',r|s,a)[r +V(s)]

approach to solve this problem. If old-action # mw(s), then policy-stable < false
If policy-stable, then stop and return V ~ v, and 7 = m,; else go to 2

Note that there iIs more than one




Worksheet question

(Ezercise 4.1 S€B) Consider the 4x4 gridworld below, where actions that would take the
agent off the grid leave the state unchanged. The task is episodic with v = 1 and the
terminal states are the shaded blocks. Using the precomputed values for the equiprobable
policy below, what is ¢,(11,down)? What is ¢, (7, down)?
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Worksheet question

(Exercise 4.1 from SE&B) Suppose in the above gridworld where a new state 15 is added
to the gridworld just below state 13, and its actions, left, up, right, and dowm, take the
agent to the states 12, 13, 14, and 15, respectively. Assume that the transitions from the
original states are unchanged. What, then is, v,(15) for the equiprobable random policy?
Now suppose the dynamics of state 13 are also changed, such that action down from state
13 takes the agent to the new state 15. What is v, (15) for the equiprobable random policy
in this case”
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Demo of an MDP in action
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